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ABSTRACT  

Employing symmetry-group equivariant 
bifurcation theory discrete reduced order models for 
the dynamics of the forced Karman wake have been 
developed. It turns out that the bifurcation 
behaviour of the complex forced wake flow can be 
approximately described by these simple models. 

Although the symmetry approach is highly 
convenient when deriving the reduced order 
models, the general form of the resulting model 
requires the extra step of determination of the 
model coefficients for a given physical flow. In 
addition, an important assumption of the approach 
above is that symmetry holds exactly over the 
complete flow domain (and to infinity). In reality 
this is not the case – particularly for flow assumed 
to have translational symmetry. 

The present paper addresses these two 
concerns. In a first attempt to obtain a physical 
interpretation of the reduced order model 
coefficients, the POD modes are employed in a 
Galerkin reduction of the complex Ginzburg-
Landau (CGL) equation. The latter equation is a 
well known approximate model for spatio-temporal 
flow dynamics. To account for imperfect flow field 
symmetry, POD modes are derived directly from 
experimental PIV measurements.  

An analysis of the CGL-based reduced order 
model yields the key bifurcations of the 
symmetrically forced Karman wake. Most 
importantly the model confirms the saddle-node 
bifurcation, supporting the findings based on the 
symmetry-based approach.  

Keywords: bifurcation theory, Ginzburg-

Landau equation, PIV, POD, Poincare map, 

saddle-node bifurcation, symmetry equivariance, 

von Karman wake.  
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1. INTRODUCTION  

The Karman wake is an ideal fluid system for 
the study of the dynamics, stability and control of 
fluid flow phenomena. Following the onset of 
vortex shedding at the critical velocity (near Re=45) 
via a Hopf bifurcation the Karman wake behaves, 
dynamically, as a well-defined spatio-temporal 
oscillator which can be described in terms of a finite 
number of orthogonal modes. 

Recent work aimed at developing controllers 
for the Karman wake has taken the low order model 
approach. Low order modelling involves reduction 
of the effective number of degree-of-freedom of the 
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fluid system to a small finite number while still 
retaining the essential features of the dynamical 
behaviour.  

Low order models may be derived by direct 
numerical reduction of the NS equations (e.g. via 
Galerkin projections) or by a phenomenological 
approach based on physical and geometrical 
arguments. An example of the latter is the 
symmetry-equivariance based approach which 
exploits the ‘known’ symmetries of the dominant 
modes to derive low order models which are 
equivariant under the action of the chosen base flow 
symmetries. This method has led Mureithi et al. [1] 
and Rodriguez [2] to develop simple discrete 
models for the forced Karman wake. 

A pair of simple low order equations describing 
the nonlinear interaction of the Karman and 
reflection-symmetric modes was derived in the 
Poincare space [1,3]. An analysis of the model 
showed that a number of standard bifurcations of 
the forced Karman mode could be obtained as the 
amplitude of the reflection-symmetric mode was 
varied. Possible changes in the wake, induced by 
increased forcing, such as period-doubling or 
symmetry breaking in the case of stream-wise 
harmonic forcing were correctly predicted. 

One of the challenges in exploiting the 
symmetry-equivariance based model is the 
determination of model parameters and their correct 
(physical) interpretation. This is because the model 
is only limited by symmetry hence may represent 
any physical phenomenon having the correct 
symmetry – this being the universality property of 
the symmetry based approach. It is the model 
parameters (or coefficients) which map the model to 
a specific physical phenomenon.  

An alternative approach to using symmetry-
equivariance is derivation of reduced-order models 
using the Galerkin projection of either the full 
Navier-Stokes (NS) equations or simpler equations 
capturing the basic flow features. The advantage of 
the Galerkin projection is the fact that, in principle, 
no external parameters need to be determined. As a 
first step we propose to use the complex Ginzburg 
Landau (CGL) equation as a spatio-temporal model 
for the Karman wake flow in the subcritical and 
super critical regimes. The CGL equation has been 
successfully used to model key spatio-temporal 
instabilities and limit cycle behaviour in fluid 
systems (see, for instance, the excellent review by 
Aranson and Kramer [4] and references therein). 
The CGL equation has the advantage of being 
simpler than the NS equations making it easier to 
interpret the predicted dynamical phenomena. 

Galerkin projection of the CGL equations 
yields discrete model coefficients which can be 
directly related to the CGL parameters e.g. the 
convective velocity of spatial perturbations, and the 
diffusion parameter. Other parameters include the 

modal stability parameter and the limit cycle 
amplitude (nonlinear damping) parameter. 

2. REDUCED ORDER MODELS 

In this section a brief summary of the derivation 
of the low order models is presented. The key 
assumptions and derivations are outlined in order to 
clearly highlight the strengths and limitations of 
each approach. Reduced order models are based on 
the idea of the existence of fundamental coherent 
structures (modes) in the flow, [5]. The coherent 
structures may be described by their symmetries [6]
which also govern their nonlinear dynamics.  For 
the symmetry based approach, the detailed 
derivation may be found in Mureithi et al. [1]. An 
example of the CGL based model reduction may be 
found in Ilak et al. [7]. 

2.1. Symmetry based Model 

Experimental measurements show that the 
Karman wake is dominated by two key modes. 
These modes correspond to the alternate shedding 
mode (K) and the symmetrical shedding mode (S).  
As detailed in Mureithi et al. [1,3], The spatial 
symmetries of these modes are, respectively, 

( )2 ,
K

Z κ πΓ = , and ( )2 ,S D κ πΓ = . Starting with the 

symmetries ΓK and ΓS, Mureithi et al. [3] employed 
equivariant bifurcation theory, [8,9], to derive the 
general form of the amplitude equations governing 
the interactions between modes K and S. 

Representing the complex mode amplitude by 
K and S, respectively, the discrete form of the mode 
amplitude interaction equations to third order is 
(Mureithi et al. [1,3]) 

( )
( )

2 2 2
1 0 11 2 01

2 2 2
1 0 2 21 01

1

1

n n n n n n

n n n n n n

K S K K S K

S S K S S K

α γ α δ

β β γ µ

+

+

= + + + +

= + + + +
                

  (1) 

The map resulting when the mode S is considered 
“constant” (or the externally controlled parameter) 
has ( )2 ,Z κ π symmetry. The map and its complex 

conjugate are: 

( )
( )

2

1 2

2

1 2

n n n n

n n n n

K K K K

K K K K

µ α δ

µ α δ

+

+

= + +

= + +

;    (2)

2

0 11

2
01

1 S

S

µ α γ

δ δ

= + +

=
              

0 11 2 0 01, , , , .... are empirical constants.α γ α β δ

2.2. CGL based Model 

The CGL equation is a convection-diffusion 
partial differential equation. To take into account 
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amplitude limitation of unstable oscillations due to 
a Hopf bifurcation a nonlinear term of third order is 
incorporated which can be justified by a normal 
form analysis. The scaled CGL equation, which will 
be used in this study, has the form: 

{ }

{ }
1 2

2
1

2

( , , ) ( , , )
( )

                                                   ( ( , , ))

( ( , , )) ( , , ) ( , , )

x y

t

xx yy

u x y t u x y t
c

g u x y t

g u x y t u x y t u x y t

ν ν

β σ

γ

 − ∂ + ∂ +
 ∂ =
 ∂ + ∂ + − 

+

= −

  (3) 
The parameters 1 12U icν = + and 2 12icν = are the 

convection coefficients in the flow direction (i.e. 
convective velocity) and the transverse direction, 
respectively, U being the average inflow 
propagation velocity. The parameter β  models the 

diffusion process while σ  is the linear stability 
parameter for local perturbations. In equation (3) 

( , , )u x y t  is the (x-) direction velocity fluctuations 

about the mean velocity u U= .  
The CGL equation (3) is discretized via 

Galerkin projection using POD modes of the flow 
velocity field ( , , )u x y t . The velocity field is 

decomposed as 

1

( , , ) ( , ) ( )
N

n n

n

u x y t x y a tφ
=

=∑ ,         
(4)  

where ( , )n x yφ  are the POD modes of the wake 

flow. Substituting (4) into (3) and performing a two 
mode (N=2) Galerkin projection we obtain the 
following pair of differential equations for the 
complex mode amplitudes 

2 2

1 1 12 2 1 11 1 1

2 2

2 2 21 1 2 22 2 2

( ) ( ) ( ) ( ) ( ) ..

( ) ( ) ( ) ( ) ( ) ..

a t a t a t a t a t

a t a t a t a t a t

σ γ γ

σ γ γ

 = + + +
 

 = + + +
 

&

&

                

(5) 
In equation (5) the coefficients , ,...i ijσ γ  must 

be determined from experimental or numerical data. 
These coefficients represent integrals of the POD 
modes and their spatial derivatives, e.g., 

{ } { }1 2

2 .

i i x i y i xx i yy i

ij i j

dxdy

dxdy

σ ν φ ν φ β φ φ σ φ

γ γ φ φ

 = − + + + + 

= −

∫

∫∫

     (6) 

Figure 1. Velocity field in the wake of the 

cylinder for Re=200 

3. EXPERIMENTAL MEASUREMENTS 

AND POD MODE COMPUTATION 

To determine the POD wake modes, 
experimental tests have been conducted for a 
Reynolds number Re=200. The tests were 
conducted in a low-speed wind tunnel of test 
section dimensions 60 cm x 60 cm. The temperature 
controlled recirculating wind tunnel has a maximum 
empty test section speed of 90 m/s and turbulence 
intensity below 0.5%. The 76.2 mm diameter test 
cylinders spanned the test section eliminating 
unwanted 3D end effects. The flow field in the 
cylinder wake was measured using particle image 
velocimetry (PIV) and the resulting data analyzed 
using Dantec Dynamics’s flow manager software. 
An in-house code was then used to determine the 
spatial (x,y) and spatial-temporal (x,t) POD modes 
of the measured wake flow. Further experimental 
details may be found in [10]. 

Figure 1 shows an image of the measured wake 
flow field for Re=200. The measurement area 
extends over a distance of approximately 5D (D
being the cylinder diameter) downstream of the test 
cylinder. From this flow field the spatio-temporal 
POD modes are computed by using the transverse 
velocity data v(x=D,y,t) at a location 1D

downstream of the cylinder. Figure 2(a) shows a 
contour representation of the time varying 
transverse velocity profile v(x=D,y,t); transverse 
position is given in cylinder diameters, y/D. At this 
location immediately downstream of the cylinder 
the flow is highly symmetrical as confirmed by the 
time invariance of the contours. The first two 
spatio-temporal modes are shown in Figs. 2(b-c). 
The first two modes are clearly highly structured 
and temporally ‘stable’. The third mode (not 
shown) showed significant time variation (or  
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Figure 2. (a) Transverse velocity (v) contours, (b) 

POD mode 1, (c) POD mode 2 based on the 

velocity (v) at an x-location 1D downstream of 

the cylinder 

‘defects’) suggesting the appearance of significant 
3D effects. POD modes are obtained in Matlab. 
The inflow velocity profile u(x,y,t) and 
corresponding spatio-temporal modes (1 and 2) are 
presented in Figs. 3(a-c). Once again the strongly 
symmetrical nature of the first two modes is clearly 
evident. For reduced order modelling it is important 
to determine the minimal number of modes that can 
be expected to capture the dynamics of the infinite-
dimensional system. An estimate can be obtained 
by looking at the energy distribution between the 
modes. In the POD analysis the singular values 
provide a measure of the energy contained in a 
given mode.  

Figure 3. (a)  Inflow velocity (u) contours, (b) 

POD mode 1, (c) POD mode 2 

Figure 4 shows the energy distribution between 
the POD modes for v-velocity modes (Fig. 4(a)) and 
the u-velocity modes in Fig. 4(b). In both cases it is 
found that the first mode contains close to 85% of 
the flow energy. The second mode, on the other 
hand carries roughly 9% while the third mode 
carries 3% of the energy. The first mode is therefore 
clearly predominant as expected for this low 
Reynolds number and can therefore be expected to 
provide reasonable single mode approximation of 
the wake flow. The first two modes contain over 
90% of the flow ‘energy’ and are therefore  

(a)

(b)

(c)

(a)

(b)

(c)
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Figure 4. POD mode energy distributions for (a) 

transverse velocity (v) modes and (b) inflow 

velocity (u) modes 

  
sufficient for a low order representation of the flow 
with a higher accuracy than the single mode case.  

The spatio-temporal POD modes presented 
above contain the implicit assumption of perfect 
translation symmetry of the flow (along the flow 
direction -x). Indeed it is this assumption that makes 
it possible to derive the symmetry-equivariance 
based low order model in equations (1-2). Figure 
5(a) presents an example of a contour representation 
of the instantaneous transverse velocity field (v) in 
the cylinder wake.  The first two modes obtained 
from a POD analysis of this flow velocity field are 
presented in Figs. 5(b-c). Due to the spatial 
development of the flow as it propagates 
downstream, it is evident that perfect translation 
symmetry cannot be conserved. However, the flow 
does remain nearly or approximately translation 
symmetric. This is an encouraging result for the 
symmetry-equivariance based model. The first 
spatial and spatio-temporal modes have very similar 
features as confirmed by comparing Fig. 2(b) and 
Fig. 5(b). The comparison is less clear for modes 2 
and 3. For the present measurements the mode order 
is reversed relative to the spatio-temporal case in 
Fig. 3. The singular values show that the second and 
third spatial modes have nearly equal energy levels

Figure 5. (a)  Spatial transverse velocity (v) 

contours and (b)  POD spatial mode 1, and (c) 

POD spatial mode 2, based on transverse 

velocity v 

with the result that a mode order switching occurs.    
It is interesting to note that the experimental 

spatial modes are closely similar to spatial modes 
obtained from a 2D CFD simulation for Re=200. 
Figure 6 shows the transverse velocity contours and 
the corresponding first POD mode. Comparison 
with Figs. 5(a, b) shows that the 2D simulation does 
capture the key modal features. This result is 
particularly relevant for the symmetry based 
reduced order model. 

(a)

(b)

(c)

(a)

(b)
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Figure 6. 2D CFD computation based (a) spatial 

transverse velocity (v) contours and (b) POD 

spatial mode 1 

4. REDUCED ORDER MODEL 

DYNAMICS 

We investigate next the dynamic interaction 
between the reflection-symmetric mode and the 
Karman mode. This corresponds to equation (2) for 
the symmetry based model with mode 2 amplitude 
(S) considered as a ‘controlled’ forcing parameter. 
For the CGL based model, the amplitude 2 ( )a t is 

the controlled forcing parameter. The dynamic 
behaviour of mode 1 when forced by mode 2 is 
investigated. Experimentally, or in CFD 
simulations, mode 2 is ‘generated’ at a chosen 
frequency (here the vortex shedding frequency) by 
periodically forcing the cylinder in the flow 
direction. 

Figure 7(a) shows a Poincare map of the lift 
coefficient obtained from CFD simulations (using 
CFX, [1] ) for the fixed cylinder and Re=200. The 
symmetry based reduced order model prediction is 
shown in Fig. 7(b).  

Figure 7. Low order model prediction relative to 

CFD simulations showing (a) computed and (b) 

predicted limit-cycles 

The model (as expected) correctly reproduces 
the limit cycle in Fig. 7 (see [1] for details). For a 
higher forcing amplitude A/D=0.35 CFD 
simulations show that wake undergoes a saddle-
node bifurcation. The Poincare map shows a series 
of saddle-node pairs (S, N) pairs as indicated in Fig. 
8(a). As discussed in [1] the nodes appear to be 
unstable likely due to the effects of higher 
(unmodelled) modes. The symmetry based reduced 
order model correctly predicts the saddle-node 
bifurcation as shown in Fig. 8(b). Here two saddle-
node pairs are predicted due to the low order of the 
model. 
Simulations carried out with the CGL based model 
yield particularly interesting results. The spatial 
POD based model attempts to make the link 
between the observed bifurcations and the model 
parameters, particularly the stability parameter σ
and the dissipation γ . Figure 9 shows the complex  

amplitude variation for increasing values of the 
effective stability parameter µ  containing the 

effect of mode 2 on mode 1, ( 2
0 icµ αµ= − ) where 

α is the parameter adjusted to study the dynamics 
(by simulating increasing mode 2 excitation). For  

(a)

(b)
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Figure 8.  Low order model prediction relative to 

CFD simulations showing (a)  computed and (b) 

predicted saddle-node bifurcation 

low ( 0.017)µ ≈  the zero amplitude state is stable, 

(see Fig. 9(a)) corresponding to laminar flow with 
no vortex shedding; (to justify the validity of 
employing the POD modes in this state, we note the 
observation of Baranyi [11] showing the Karman 
mode, for instance, appears when the steady flow is 
perturbed below the vortex-shedding critical 
Reynolds number). As µ  is increased a Hopf 

bifurcation occurs resulting in limit cycle 
oscillations, Fig. 9(b). The limit cycle amplitude 
increase with µ  (Fig. 10(a)) while, more 

importantly, it deforms revealing four preferred 
points which become increasingly locally stable (at 
the same time limit cycle period becomes 
increasingly long, approaching infinity at the 
bifurcation point). For 0.078µ ≈ , the limit cycle 

bifurcates into four saddle-node pairs as shown in 
Fig. 10(b). The latter figure shows the mode 1 
amplitude evolution for different initial conditions. 
The four stable nodes are clearly identifiable by the 
convergence of orbits. The saddle points can be 
identified by observing the approach along the 
stable manifolds followed by sudden divergence at 
the saddle point. The results confirm the suspected 
saddle-nodes in the numerical computations of 
Mureithi et al. [1], Fig. 8(a). 
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Figure 9. (a) stable fixed point and (b)  limit 

cycle following a Hopf bifurcation 

5. CONCLUSIONS 

The CGL equation has been employed to derive 
a reduced order model for the forced wake 
dynamics behind a circular cylinder. The model was 
found to predict the most important bifurcations 
including the Hopf bifurcation leading to vortex 
shedding and, more importantly, the saddle-node 
bifurcation of the Karman wake observed in CFD 
computations for Re=200.  

The CGL based reduced order model provides a 
useful and simple tool for the study of the dynamics 
of the Karman wake which retains the key aspects 
of spatial-temporal energy propagation and 
dissipation effects. Most importantly the model 
provides an alternative confirmation of the validity 
of the symmetry-based reduced order models. The 
CGL model has the particularly important 
advantage that model coefficients can be related 
directly to physical quantities in the flow. 

(a)

(b)
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Figure 10. CGL low order model (a)  limit cycle 

near bifurcation point ( 0.055µ ≈ ) and (b) 

stationary states following a saddle-node 

bifurcation, 0.078µ ≈

ACKNOWLEDGEMENTS 

The first author gratefully acknowledges the 
financial support of NSERC Canada. 

The second author gratefully acknowledges the 
support of the Hungarian National Fund for Science 
and Research under Project No. OTKA K 76085. 
The work was carried out as part of the TÁMOP-
4.2.1.B-10/2/KONV-2010-0001 project in the 
framework of the New Hungarian Development 
Plan. The realization of this project is supported by 
the European Union, co-financed by the European 
Social Fund.  

REFERENCES   

[1] Mureithi, N.W., Huynh, K., Rodriguez, M. and 
Pham, A., 2010, “A simple discrete model of 
the forced Karman wake”, International 

Journal of Mechanical Sciences, Vol. 52, pp. 
1522-1534. 

[2] Rodriguez, M., 2006, “Simulation et analyse 
numérique de la trainée en aval d’un cylindre 
soumis à des oscillations forcées”, MSc. Thesis, 
University of Montreal, Montreal Canada 

[3] Mureithi, N.W., Kanki, H., Goda, S., 
Nakamura, T., and Kashikura, T., 2002, 
“Symmetry breaking and mode interaction in 
vortex-structure interaction”, Paper IMECE 
2002-32512, ASME Int’l Mech. Engrg. 

Congress & Exhibition, New Orleans, 

Louisiana, USA.

[4] Aranson, I.S., and Kramer, L., 2002, “The 
world of the complex Ginzburg-Landau 
equation”, Review of Modern Physics, Vol. 74, 
pp. 99-143. 

[5] Holmes, P., Lumley, J.L., and Berkooz, G.,   
1998, Turbulence, coherent structures, 
dynamical systems and symmetry, Cambridge 
University Press 

[6] Crawford, J.D., and Knobloch, E., 1991, 
“Symmetry and symmetry-breaking 
bifurcations in fluid dynamics”, Annual Review 

of Fluid Mechanics. Vol. 23, pp. 341-387. 

[7] Ilak, M., Bagheri, S., Brandt, L., Rowley, C.W., 
and Henningson, D.S., 2010, “Model reduction 
of the nonlinear complex Ginzburg-Landau 
equation”, SIAM Journal of Applied Dynamical 
Systems, Vol. 9, pp. 1284-1302. 

[8]  Golubitsky, M., Stewart, I. and Schaeffer, D.G., 
1988, Singularities and groups in bifurcation 

theory, Vol. II, Springer, New York.  

[9] Guckenheimer, J. and Holmes, P., 1987, 
Nonlinear oscillations, dynamical systems and 
bifurcations of vector fields, Springer-Verlag, 
New York. 

[10]  Mureithi, N.W., Rodriguez, M., Versailles, P., 
Pham, A., and Vo, H.D., 2008, “A POD based 
analysis of the 2D cylinder wake mode 
interactions”, Proc. Flow Induced Vibration, 
Zolotarev & Horacek eds., Prague.  

[11]  Baranyi, L., 2009, “Triggering of vortex  
shedding by cylinder oscillation for Reynolds 
numbers under 47”, Proc. ASME 2009 Pressure 
Vessels and Piping Conference, Symposium on 
Flow-Induced Vibration. Prague, on CD ROM, 
pp. 1-8, Paper No. PVP2009-77611. 

N

N

N
N

S

S

S

S

(a)

(b)

1011


	Table of Contents)
	 Invited Lectures
	 The role of LES in unsteady ground vehicle aerodynamics S. Krajnovic
	 Professor N. Ye. Joukowski, his life, work and development of his ideas in TsAGI V. V. Vyshinsky

	 Workshop Optimization of wind turbines
	 CFD and BEM optimization of horizontal axis wind turbines in a multifidelity perspective F. De Bellis, L. A. Catalano
	 Robust analyzing tools for wind turbine blades coupled with multiobjective optimization D. Perfiliev, J. Hämäläinen, J. Backman
	 Active stall control solutions for power regulation and load alleviation of large wind turbines G. Pechlivanoglou, C. N. Nayeri, C. O. Paschereit
	 Numerical investigation of vertical axis wind turbines S. A. Ahmadi, G. Brenner
	 Optimal design of a Savonius turbine M. H. Mohamed, G. Janiga, D. Thévenin

	 Workshop Boundary layer problems, similarity solutions
	 Thermal boundary layer model of a non-Newtonian fluid over moving surface with a convective surface boundary condition G. Bognár 

	 Atmospheric flows
	 Validation of RANS flow models with flow data of an idealised Central-European City Centre, Michel-Stadt  A. Rákai, J. Franke
	 Sensitivity analysis of RANS simulations for flow and dispersion in the generic European City Centre Michel-Stadt J. Franke, A. Laaser, B. Bieker, T. Kempfer
	 LES analysis of the flow around a staggered array of building  C. Papachristou, E. Shapiro, D. Drikakis
	 Spectrally-consistent regularization modelling of wind farm boundary layers  F. X. Trias, D. Folch, A. Gorobets, A. Oliva
	 Wind tunnel measurement on the flow and dispersion for a turbulent boundary layer flow over two consecutive trapezoidal shape of terrains  B.-S. Shiau, C.-W. Huang

	 Biomedical flows
	 Numerical simulation of the nano particle deposition using a three-dimensional model of lung airways  A. F. Tena, P. Casan, J. Fernandez, A. Marcos, R. Barrio
	 Numerical analysis for the effect of dialysis dose on the non-Newtonian blood flow characteristics in the arteriovenous graft S. Kim, H. Kim, H. S. Ryou
	 Detailed comparison of numerical flow predictions in cerebral aneurysms using different CFD software  P. Berg, G. Janiga, D. Thévenin
	 Investigation of the velocity field in a full-scale artificial medical model  Zs. Mátrai, C. Roloff, R. Bordás, N. Szaszák, Sz. Szabó, D. Thévenin
	 A new overset grid algorithm applied to the simulation of flows involving complex geometries  T. Craft, H. Iacovides, A. Skillen

	 Diffusers. Nozzles. Jets
	 Numerical investigation of the steady separation inducing mechanisms in a passage diffuser with application of two-equation turbulence models  B. Wilkosz, P. Schwarz, N. Chen, P. Jeschke, C. Smythe
	 Numerical analysis of high-speed liquid lithium free-surface flow  S. Gordeev, V. Heinzel, R. Stieglitz
	 On the effect of combined streamwise/spanwise oscillations on impinging jet heat transfer  J. Vallet, H. Haji Mohamed Ali, E. Shapiro
	 Optimization of the thermal and fluid dynamic behaviour of air curtains. Analysis of the plenum by means of LES  H. Giraldez, C. D. Perez Segarra, I. Rodríguez, A. Oliva 
	 2D axisymmetric numerical simulation and comparison with experimental data of swirling flow in a conical diffuser with flow-feedback control technique  C. Tanasa, A. I. Bosioc, R. F. Susan-Resiga, S. Muntean 

	 External fluid dynamics
	 Experimental determination and data processing of trajectories, deformation and breakup of water droplets impinging on airfoils  S. Sor, A. Garca-Magariño, J. Morote
	 Numerical simulation of low speed stall and analysis of turbulent wake spectra  P. P. Gansel, S. Illi, T. Lutz, E. Krämer
	 Turbulence models in numerical simulation of unsteady flows  P. Furmánek, K. Kozel
	 Aerodynamic analysis of an isolated wheel wake  E. Croner, G. Mothay, C. Sicot, H. Bezard
	 Simulations of flow around a simplified train model with drag reducting device using partially averaged Navier-Stokes  J. Östh, S. Krajnovic
	 PIV measurment of the flow past a generic car body with wheels at LES applicable Reynolds number  A. Gulyas, A. Bodor, T. Regert, I. M. Janosi 
	 The unsymmetric flow around the Ahmed body  W. Meile, T. Wanker, G. Brenn
	 Flow and turbulent structures around simplified car models  D. Aljure, I. Rodríguez, O. Lehmkuhl, R. Borrell, A. Oliva 
	 Aerodynamic flow characteristics around square cylinder with grooves (Effect of width of grooves and interval of grooves)  T. Aoyama, H. Okanaga, K. Aoki
	 Heat and energy transfer from a cylinder placed in an oscillatory low-Reynolds number flow  B. Bolló, L. Baranyi
	 Numerical investigation of mechanical energy transfer between the fluid and a cylinder oscillating transverse to the main stream  L. Baranyi, L. Darcózy
	 Dynamic mode decomposition of PIV measurements for cylinder wake flow in turbulent regime  G. Tissot, L. Cordier, B. R. Noack
	 Influence of hysteresis effects on the calibration data of a three-hole pressure probe: experimental, numerical and analytical investigation  R. Willinger
	 Numerical modeling of ice accretion on a wing section  R.-Z. Szász, L. Fuchs
	 A Study on momentum source modeling of micro vortex generators for numerical simulations  G.-H. Kim, Y. Kim, S. O Park
	 Mechanism of drag reduction by dimple structures of a golf ball  K. Aoki, H. Okanaga
	 4D-Variational data assimilation using POD Reduced-Order Model  G. Tissot, L. Cordier, B. R. Noack
	 Transport equation for roughness effects on laminar-turbulent transition  P. Dassler, D. Kožulovic, A. Fiala
	 Direct numerical simulation of a NACA0012 in full stall  I. Rodríguez, A. Baez, O. Lehmkuhl, R. Borrell, A. Oliva

	 Internal flows
	 The numerical and experimental analysis of velocity fields and turbulence in the reverse chamber  R. Kłosowiak, J. Bartoszewicz, L. Bogusławski
	 Coupled CFD simulation of heat transfer in a refinery furance  H. Zhao, A. S. Berrouk, R. Hu, C. H. Yang
	 A novel computational process for numerical simulation and optimization of air dryer cartridges  Á. Veress, H. Németh, L. Palkovics
	 Experimental characterization of a cost-effective semi-active grid for turbulence stimulation  N. Szaszák, R. Bordás, Zs. Mátrai, Sz. Szabó, D. Thévenin
	 Comparison of different POD methods for time-resolved measurements in complex flows  P. Arányi, G. Janiga, K. Zähringer, D. Thévenin
	 Numerical study of vortex structure generation in hybrid rocket motors  F. Stella, M. Giangi, F. Nardecchia, D. Barbagallo
	 Numerical simulation of thermodynamic processes in the workspace of Stirling heat pump  A. Handki, B. Tolvaj
	 Heat transfer and internal waves in a reciprocating compressor  T. Müllner, H. Steinrück
	 Uprating study of large hydro-generator based on analytical and CFD approach  M. Chaaban, C. Hudon, J.-F. Morissette, F. Torriano, A. Merkouf
	 Study of heat transfer characteristics for the fuel cell system of the humidifier due to analysis and the hot testing  S. Kim, Y. Oh, J. Kim
	 Coupled simulation method for invesigating EGR mixers in turbocharged commercial vehicle diesel engine B. Kereszthy, M. Kiszely, H. Németh
	 Mathematical and physical flows modeling in angle throttle control valves  A. E. Zaryankin, V. I. Chernoshtan, S. V. Savin
	 A CFD study on the stability of a hydraulic pressure relief valve Cs. Bazsó, Cs. Hos
	 Numerical solution of generalized Newtonian and generalized Oldroyd-B fluids flow  R. Keslerová, K. Kozel
	 Fluid-structure interaction in complex piping systems  S. Riedelmeier, S. Becker, E. Schlücker
	 Flow analysis in pipe of a manifold block  O. Abe, T. Tsukiji, T. Hara, K. Yasunaga
	 Large Eddy simulation of flow in smooth pipes and internally grooved heat exchanger tubes  Z. Hernádi, G. Varga, G. Kristóf
	 Skin friction reduction by micro bubbles in pipe flow E. Afiza, H. Okanaga, K. Aoki
	 Fluid flow in a collapsible tube with unsteady external pressure excitation  Á. Angyal, G. Bárdossy
	 On streamwise streak generation by oblique waves in a bent channel  D. Park, S. O Park
	 Comparison of advanced RANS models against Large Eddy simulation and experimental data in investigation of ribbed passages with heat transfer  A. Keshmiri, O. Karim, S. Benhamadouche
	 Experimental investigation on streamwise development of turbulent structure of drag-reducing channel flow with dosed polymer solution from channel wall  T. Sawada, S. Ishitsuka, M. Motozawa, K. Iwamoto, H. Ando, T. Senda, Y. Kawaguchi 
	 Numerical solution of turbulent flows in a channel with various backward-facing inclined steps  P. Louda, J. Prhoda, K. Kozel, P. Svácek 
	 Numerical study of a turbulent lid-driven cavity flow. Models assessment  J. E. Jaramillo, R. W. C. P. Verstappen
	 Numerical comparison of unsteady compressible flows with low inlet velocity in convergent channel  P. Porízková, K. Kozel, J. Horácek

	Liquid applications, water pollution and treatment
	 Modelling pollutions transport of the industrial waste underground  M. Luca, R.-P. Balan, A. Manescu, A.-L. Luca
	 Investigation on how to obtain reliable experimental data in a biological waste water process tank  M. Aa. Kristensen, C. B. Jacobsen, B. Kiilerich, N. E. L. Nielsen
	 Research on filtration process through sorted crushed rock  J. Bartha, N. Marcoie, D. Toma, D. Toaca, V. Gabor, A. G. Molnar, A. Lupusoru
	 LDV measurements and CFD simulations of the swirling flow in a hydrodynamic mixer  P. Csizmadia, Cs. Hos, Z. Pandula
	 Bound-state formation in falling liquid films  P.-K. Nguyen, M. Pradas, S. Kalliadasis, V. Bontozoglou

	 Multiple phases and components
	 Effect of pressure-oscillating on controlling motion of a bubble in branch flow channel filled with viscoelastic fluid  S. Iwata, K. Murakami, H. Mori
	 Numerical prediction of cavitation in pumps  S. Salvadori, A. Cappelletti, F. Martelli, A. Nicchio, L. Carbonino, A. Piva
	 New method to determine of shedding/discharging frequency of cavitation clouds based on computer tomography  E. A. F. Hutli, P. B. Petrovic, M. S. Nedeljkovic
	 Numerical study of the incompressible Richtmyer-Meshkov instability. Interface tracking methods on unstructured meshes  L. Jofre, N. Balcazar, O. Lehmkuhl, J. Castro, A. Olvia
	 Numerical modelling of single particle drying in a stream of hot air  R. Schmidt, P. A. Nikrityuk
	 Large Eddy simulation of a pneumatically powered abrading sphere  K. Leach, R. Groll, H. J. Rath
	 Heat transfer effects on particle motion under rarefied conditions  H. Ström, S. Sasic
	 Particle separation using high-gradient magnetic field in wastewater treatment  T. Karches
	 The free level post-Darcy filtration through a homogeneous media  J. Bartha, N. Marcoie, D. Toma, D. Toaca, V. Gabor, A. G. Molnar, A. Lupusoru
	 The features of gravitional convection caused by mechanial equlibrium of isothermal ternary gas system with equal molar mass of components  V. Kossov, D. Kulzhanov, S. Nurbaev, O. Fedorenko, V. Mukamedenkyzy
	 Numerical simulation of micro particles movement in turbulent flow and study of their disposition in ribbed channel  K. Samimi, H. Sharafi, S. A. Bahrani 
	 Influence of different gas models on the numerical results of high-velocity condensation  S. Schuster, F.-K. Benra, H. J. Dohmen, S. Koenig, U. Martens 
	 Eulerian modelling of the formation and flow of aggregates in dissolved air flotation  M. Bondelind, H. Ström, S. Sasic, L. Bergdahl
	 Surface tension measurement for water surfactant solutions using a small droplet on a vertically vibrating plate  S. Iwata, F. Nakamura, H. Mori
	 Numerical simulation of incompressible two-phase flows by conservative level set method  N. Balcazar, L. Jofre, O. Lehmkuhl, J. Rigola, J. Castro

	 Reactive flows
	 DNS-based investigation of the flow field of a lifted strongly buoyant jet flame  C. Walchshofer, H. Steiner
	 Application of OpenFOAM library to simulations of premixed turbulent combustion using flame speed closure model  E. Yasari, A. Lipatnikov
	 Detailed numerical simulation of forced planar premixed hydrocarbon flames  Z. Jozefik, C. Jiménez, H. Schmidt
	 Numerical simulation of HTPB hybrid rocket combustion with reduced-order kinetics and regression modelling  J. A. Moríñigo, J. Hermida-Quesada
	 Numerical modelling of CO2 absorption  D. Asendrych, P. Niegodajew, S. Drobniak

	 Turbomachinery
	 Assessment of turbulence models for predicting coaxial jets relevant to turbofan engines M. Mihaescu, B. Semlitsch, L. Fuchs, E. Gutmark
	 Development of a new design approach for high efficiency low pressure axial fans with small hub ratio T. B. Lindemann, J. Friedrichs, G. Kosyna
	 Prediction of the flow characteristics of an axial fan at off design M. Semel, P. Epple, O. Litfin, B. Willinger, A. Delgado
	 Investigation of the influence of skew on the aerodynamic and acoustic behaviour of axial fans for automotive cooling systems M. Zayani, S. Çaglar, M. Gabi
	 Turbulent swirl flow characteristics and vortex core dynamics behind axial fan in a circular pipe Ð. Cantrak, M. S. Nedeljkovic, N. Jankovic
	 CFD modelling for performance predictions of a hydraulic turbine draft tube: the effect of inlet boundary conditions for two-equation turbulence models  A. B. Korsakov, E. M. Smirnov, V. D. Goryachev
	 Self-induced unsteadiness of the GAMM Francis turbine draft tube at partial discharge  T. Ciocan, S. Muntean, R. F. Susan-Resiga
	 Numerical investigation of the refeeding channel of a multistage high-head pump-turbine  E. Doujak, P. Unterberger, M.-M. Weltzl, C. Bauer
	 Numerical analysis of a swirling flow generated at lower runner speeds  A. I. Bosioc, C. Tanasa, R. F. Susan-Resiga, S. Muntean, L. Vékás 
	 Investigation of deformation and stress in impellers of multistage pumps by means of fluid-structure interaction calculations A. Schneider, B.-C. Will, M. Böhle
	 Numerical simulation of cavitating flow for marine propulsors on unstructured meshes  S. J. Ahn, O. J. Kwon
	 3D numerical flow analysis and experimental validation into a model impeller of a storage pump  G. Gînga, I. R. Stanciu, S. Muntean, A. Baya, L. E. Anton
	 Inverse design and 3D numerical analysis of the inducer for storage pump impeller  I. G. Moisa, G. Gînga, S. Muntean, R. F. Susan-Resiga
	 Experimental study on propeller-rudder interaction using particle image velocimetry T. Mikkola, K. Hanhirova, R. Hämäläinen
	 NPSHr characteristics at extreme high flow rates depending on rotor speed and diameter  Z. Pandula, L. Kullmann
	 Numerical simulation and experimental setup of a multiphase pump application  H. Benigni, H. Jaberg, L. Michal
	 CFD-calculation of the fluid flow in a rotary lobe pump-evaluation of a numerical model based on measurement results  J. Schiffer, S. Klomberg
	 Experimental investigations of rotating instabilities in a steady turbine grid with high speed particle image velocimetry  R. Sorge, P. U. Thamsen
	 Evaluation and analysis of the stochastic unsteadiness in the last stage of a counter-rotating two-spool turbine rig  D. Lengani, C. Santner, E. Göttlich
	 Aerodynamic influence of streamwise surface corrugation on axial compressor blades J. Hartmann, K. Winter, P. Jeschke

	 Vibration, acoustics
	 Noise modelling and analysis of aircraft engines with contra-rotating open rotor fans  L. Siozos-Roussoulis, A. I. Kalfas, K. Kritikos, E. Giordano, N. Tantot 
	 Robustness of VIVs for periodic external force  M. Kamijo, R. Iiyoshi, T. Takahashi, S. Yamada, M. Shirakashi, M. Koide
	 Direct numerical simulation of flow over a foward-facing step-flow structure and aeroacoustic source regions  C. Scheit, A. Esmaeili, S. Becker
	 High-resolution characteristics-based Godunov-Type Method for modelling acoustic waves in conjunction with incompressible microscale laminar flow  L. Könözsy, N. Asproulis, D. Drikakis
	 Block-structured finite difference method for the simulation of hydroacoustics in arbitrary domains  S. Seidl, R. Schilling

	 Wall-bounded flows
	 Development of a model-free linear-stability analysis by a time-stepping algorithm for closed geometries  M. Hamik, H. C. Kuhlmann
	 Bead-spring and bead-rod models for dsDNA mechanics in fluid flow  M. Benke, E. Shapiro, D. Drikakis 
	 Inverse method for 2D viscous flow design problem using stream-function coordinates for axisymmetric models  M. Butterweck, J. Pozorski
	 Accelerating unstructured finite volume solution of 2-D euler equations on FPGAs  Z. Nagy, Cs. Nemes, A. Hiba, A. Kiss, Á. Csík, P. Szolgay
	 Effect of the instantaneous large-scale flow structures on the turbulent dispersion of particles in a natural convection boundary layer  J. Pallares, F. X. Grau
	 SAS-SST model assessment and improvement  F. Benyoucef, H. Bezard, B. Aupoix, B. Michel
	 Conditional analysis of the instantaneous wall friction during by-pass transition of rough wall boundary layer  O. Hladík, P. Jonáš, O. Mazur, V. Uruba
	 Lattice-Boltzmann simulations of fluid flows at finite Knudsen numbers  C. Dan, S. Srivastava, J. Harting, F. Toschi, L. Van Bokhoven, M. Baragona
	 Low Mach Navier-Stokes equations on unstructured meshes  J. Ventosa, J. Chiva, O. Lehmkuhl, C. D. Perez Segarra, A. Oliva
	 A filtered kinetic energy preserving finite volumes scheme for compressible flows  A. Baez-Vida, O. Lehmkuhl, C. D. Perez Segarra, A. Oliva

	 Modelling related to wind engineering, aerodynamics, and meteorology
	 Interaction between an incompressible flow and elastic cantilevers of circular cross-section  J. Revstedt
	 Dynamics of reduced order models of the forced Karman cylinder wake  N. Mureithi, L. Baranyi, K. Huynh
	 Computation of aeroelastics of flexible bridges by the discrete vortex method  A. Larsen
	 Analysis of the local versus nonlocal behaviour of the turbulent mixing of heat in the convective atmospheric boundary layer  Á. Bordás, T. Weidinger

	 Addenda Invited Lectures
	 Open Rotor Aeroacoustic Modelling E. Evnvia
	 The Application of PIV to Investigate Turbulent Flows  J. Westerweel, G. Elsinga, R. Adrian

	 Authors' Index

